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Table 8: Switch C Faults as a Function or Time

No. of Months After ~umber of Partial Outages Per
General Availabilitv System Per Year

0 .55
I ..+6
3 '+2
6 .35
12 .24

John H~al,

Wayne felts
Rog\:r Story

At General Availability the number of partial outages per system per year was about .55 ..-\ttc=r
the generic was out in the field I month. the number of panial outages per system per mOnlh
dropped to .46 (over a 15% drop). After the generic was out in the field three months. the

number dropped to .42 (nearly a 25% drop). After 6 months and 12 months. the number
dropped to .35 and .24 respectively. This means at General Availability the number of outages
is about 2.9 times higher than after the release has been out in the field for 12 months.

• The number of problem reports per system per month for Switch 0 (specific software release I

during the first month after General ..l l'ailability was .13 (34 problem reports in 260 system
months). The number of problem reports per system per month after 1 year of General
Availability was .035 (99 problems in 2795). The ratio of .13 to .035 is 3.7.

• The number of problem reports per system per month for Switch E (specific -,ol"t\\ <Ire
release)in the first six months after General Availability was .41. The number of pronk'm
reports per system per month at month 12 is .076.

3.3 Incr.... in the Number of Failur•• Due to Rapid Introduction of LNP
We currently expect about a 12% increase in the number of outages in switches due solei: :"
rapid introduction of new generics in local switches due to LNP compared with the more nUrl11.~1

speed of introduction of a generic. We do assume that the generic has the full normal "'.,,,
interval. Table 9 summarizes the infonnation that we used to draw this conclusion.

Table 9: EfI'ect of Rapid Introduction on Switch F

During Nonnal Speed of During Accelerated Percent 1n" ~ \.' ., "
Intra. of a Generic fntro. of a Generic

Poutial Outages for .40 per system per year .~5 per system per 12
Switch F year
Problem Reports for .08 per system per .09 per system per 1.1

Switch F month month

:"lonnal ~peed of introduction is based on the actual national implementation schedu k

specific software release of Switch F. Entries tn the accelerated introduction column J~'

all offices ace cutover immediately after the Soak of the system (General Availability).
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3.4 Incr.as. in the Numbe' of Failures Due to Cutting Soak Period in Half
We now estimate the increase in the number or outages caused by cutting the soak penod.
Reducing the soak duration results in some raults bemg passed on to the tield that \... ould
otherwIse have been prevIously found and corrected. We assume that the number of mIssed f:lult~

IS proportional to the number of problems estimated to be found dunng the ne:t.t 60 orfice· ..... eeks
follOWing soak.

We used the Problems Found per Office Weeks for Switch G found in a supplier publication. We
fit an exponential model to this data. The following table illustrates the results:

Table 10: Failures Due to Reduction of Soak Period

Description Soak Time IEstimated Problems Predicted Number
Found Seen in next or Post-Soak Field

160 Omce-weeks Faults (Expressed As
Ratio To Normal)

• 75% Reduction In 60 office weeks 132 3.3 = 132/41
Normal Soak
50% Reduction 120 office weeks 83 2.0 =83/41
25% Reduction 180 office weeks 52 1.3=52/41
Normal Soale Time 240 office weeks 41 1=41/41

The table says that if we cut the soak period by 75%,.we would see about 3.3 times more troubles
in the first 60 office-weeks than We would if the soak time was not decreased at all. Similarly.
with a 50% reduction in the soak time, we would see about 2 times as many troubles in the first
60 office weeks than with the normal soak time.
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4. Switch Failures Due to Increased Traffic
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4. 1 Discussion
LNP requires the ongmating switch to do several new things. These a.ctivities take tlm~ J.nJ
switch resources. Call processing will be much more complicated with either the LR:-.i or QoR
C.lpproaches. The amount of additional call processing depends on the mix of traffiC In an Office
and the percentage of numbers that are paned. However. it is clear that. as a result ot the
introduction of LNP. some switch processors will be upgraded and some switches may have [0 be
reconfigured (i.e.. splil) to accommodate the increased load. We assume in this section that J.
switch overload will cause a severe performance degradation that customers may percei ve J.S J.

switch outage.

For LRN. potentially every interswitch. intraLATA call will require a query to the LNP databas~.

For QoR. only calls to a poned numbers will require a query to the LNP database. These quenes
talce time and use resources of the local switch. For typical call mixes as specified in the IAO·25
model. we can calculate the effect on the LEC CCS network in terms of the number of octets that

. have to be processed. [n the following table we indicate the multiplicative factor in the number ot
octets:

Table 11: Increase in CCS Network Tramc Due to LNP Introduction

LRN OoR
1% Poned 2.09 US
S% Poned 2.37 1.57
10% Poned 2.68 2.03
15% Poned 2.9S 2.44
20% Poned 3.16 2.78

Preliminary information indicaaes that the introduction of LNP has a large potential impact on ,1I1l.:

of the widely used local switChes. and that some processors used in these switches will need ttl '''c,:

upgraded to avoid overloaded processor conditions. If the processors are not upgraded. ",IIiIl.:

switches may be in real danaer of overload when LRN is implemented. Information frpm .:'~'

supplier indicates that LRN will require about a 30 - 41% increase in processing time In;.\ (\;" ...

switch. Any of these switches haVing a processor with a utilization that is greater than 50C"c r-(.':".

the introduction of LNP should be closely ~Jlamined before LNP is introduced in that llttl,-...:

determine if a processor upgrade is necessary. For calls to portable NPA-NXXs (such that ..I -;~; .." .

is performed at a switch. the call processing time mcreases up to 200% over the call pr(\... ~,·
time for a POTS call. With QoR. there IS no Increase in call processing time for calls to nt::: ..

that are not paned. However. calls to ported numbers result in an increase of 258 to 27-r-: .
processing time at the switch that must perform the LNP query. and also result in abou! ".
the processing ume of a call that completes at the donor switch. These substantial call pr",
time Increases in the switch can greatly Incre~'\~ the probability of a switch outage if th~\
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taken into account in LNP planning. We theorize that the major re:lSons for this large effect on
this type of switch are the centralized architecture that it uses and the speCIfic .-\[~

Implementation.

Preliminary information for another widely used local switch is that it will experience less increase
in call processing time than the switch described preViously. The supplier for this switch has staled
that the additional call processing time for each call will be about 10 to 30% greater than the
POTS call processing time. We theorize that this is because of the specific switch's distnbuted
architecture and AIN implementation.

The remaining widely used local switch also has centralized processing. This means that il also
should see some of its capacity erode when LRN is implemented. The supplier has indicated thal
one of these switches making a query will experience about a 20% increase in call processing time
over the time required to process a POTS call.

5. Simultaneous STP Failures

.5.1 Discussion
With LNP, new software will be installed in each STP in the Houston Network. There are
currently 2 STPs in Houston. The failure of one STP is transparent to customers. In order for
customers to be affected both STPs must fail simultaneously. Note that the failure of both STPs
will result in the loss of virtually all interoffice calls. It is a cawlrophic outage. This section
discusses the effects of putting in new software in the STPs on the chance of having both STP-;
fail during the 1st Quaner after cutover.

5.2 Background on STP Failures
Generally STPs are very reliable. In a Bellcore study of STPs, the probability that during a year an
individual STP was out for over 30 minutes was 2.4%. The probability that an individual STP WII!

experience an outage lasting longer than 30 minutes during a quaner is about 0.6%. All STP"
come in mated pairs. For customers to experience an outage, both STPs have lU t.Ld
simultaneously,

There are two majors ways that both STPs can fail:

I) we can have a common failure mechanism (e.g.. common software) in each 51P, or
2) a traffic overload brings both STPs down.

In this section, we will estimate the chances of a common failure mechanism in each STP l'!'\."
following section discusses a traffic overload.

5.3 Both STPs Fail Due to a Common Failure Mechanism
Risk analyses done at Bellcore currently use a probability of 0.01 that an STP will fail ~1\\."~

mate has failed. The chance that an individual 5TP fails in a year longer than 30 minute .... " .'.
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2.4%. The probability that either STP will fail is 4.8% ( =2 * 2,4%). This means that the
frequency of simultaneous STP failures is:

E(Both STPs fail during a year due [0 a common failure mech<inism) =0.048 *.0 I
:.00048

This means that during a typical year after LNP there is about a 0.048% chance of losing both
STPs simultaneously due to common failure mechanism. There is a 0.0 \2% chance of losing both
STPs in a quarter assuming that LNP has been deployed for about a year. (This figure does not
include the effects of putting in new software, rapid soak. or rapid deployment. We include these
affects in the nex.t subsections.)

5.4 Increa•• in STP Failure. Due to New Software Ver.ion
There will be an increase in the number of STP failures due to having a new version of software
released. We are collecting data on the software failure history for STPs. In lieu of that data. we
expect that the number of software failures follows a similar pattern to other large software
systems. We estimate that. just like switches. the number of failures in the 1st quaner after a
generic is cutover will be 3 times the number for succeeding quarters. This will result in three

• times the expected number of times that both STPs will fail due to a common failure mechanism.
This multiplier will be used for both LRN and QoR since both will require significant new
software in STPs.

5.5 Incre... in STP Failures Due to Short Soak Period
We expect that the soak period for the DSC STP will be shortened by about fifty percent. In an
earlier section. we discussed the effect of a shortened soak interval on local switCh failures. We
believe that a similar pattern holds for STPs. This will result in doubling the number of failures
during the Ist quarter after soak.

5.6 Additional STP Failure Considerations
[f the STP handles load sharing for the LNP databases. there is a possibility that something m;Jy
go wrong with the load sharing software and an outage may result. It is of great importance th.lt.
the STP be ex.haustively tested. We plan to keep investigating failures of STPs along with olher
types of failures.

[t will be necessary to enter new global title translations in the STPs both for LNP numhcr
translation services and for the Message Relay Service associated with LIDS and CLASS 4u~nc"

There is a finite probability of human error in entering these translations which can cause lmp;Jlrcd
service or a network failure. These translations win change as additional NPA-NXXs are 0pl:ncd

to portability. and each change offers the opportunity for errors that can result in impaired "'~l \ k ..:

or network failure.
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6. STP Failures Due to Increased Traffic
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6.1 Discussion
We have started investigating the chance of STP failures Increasing due to Increased traffic ;lS .1

result of implementing LNP in Houston. LNP with the LRN approach will require the STP to pass
a query to and a response back from the LNP database for every local call to a portable :\P ..\­
NXX. Our preliminary finding is that the current STPs appear to be able to handle the ;lddltlOnal
load due to the introduction of LRN. QoR with a smail percentage of ported numbers IS even less
likely to appreciably increase the chances of failure due to overload. For Message Relay ServICe.
no one seems to know yet what the effects might be.

7. LNP Database Failures Due to New Software and Hardware

7.1 Dlacuaaion
For LNP. new databases will be put in place in the network. and SWB has indicated that it plans

. to use the Bellcore ISCP to perfonn this function. Because of this. the Bellcore ISCP will be used
as the ellample LNP database in this section of the report when it is necessary to cite a spetlfic
implementation of an LNP database. Since the Bellcore ISCP release 5.1 will be used. both new
hardware and new software will be needed.

This section discusses the effects of new software. LNP databases will be used in a load shanng
mode so that the failure of one LNP database should be transparent to users. (Traffic Jnd

overload issues are discussed in the next section.) The primary way to have large numbers ~ll

customers lose service is to have aU LNP databases down at the same time. There is a maJor
difference between LRN and QoR in the effect of this type of failure.

With LRN virtually aU intenwitch, intraLATA calls will be afrected if the LNP database,
fail. With LRN. the failure of all LNP databases could be a catastrophic outage because .\\\ \ II

Houston would be affected. We have assumed that a failure of all the LNP databases Will C~U"I.: ,~i\

the intraLATA interoffice calls to experience a three second time out interval while aWalllf1;: ,;I,

LNP database response. and that the simultaneous timing out of all these calls WIll '- .IL: ,\.'

overloads in the local switches. FollOWing the time out interval. the switches will attempt .
complete the calls using pre-LNP routing (to a default switch for the dialed NPA-NXX) I;'·
assumes that the caller holds on during the three second time out interval. The local ,."1','
manufacturers are aware of this problem and their solutions to the problem will be tested In "',

next few months. We are assuming that they are unsuccessful. In addition. it is unck.:r ",
customers will react to at least an extra 3 seconds in the call set-up time. There may "'l..'
undiscovered failure modes that have similar effects.

With QoR. only calls to ported numben will be affected by LNP database failun·.....,lIel

there really is little chance of a catastrophic outale. On the other hand. even With (,t, ~

failure of all LNP databases will mean that calls from all stations to ported numb~l"
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complete. and will thus eventually result In an FCC reportable outage if the Li'lP databases Jre
down long enough and the percentage of ported calls IS high enough. [n the first quarter or
Installation. there will probably be less than 1% numbers ported. This means that even if both L:--;P
databases fail simultaneously. there WIll be about 10.000 calls affected during a 30 mmute outa~e

With 10% numbers ported. about 100.000 calls will be affected and the outage WIll be FCC
reportable. The remainder of this secuon is aimed at prOVIding information on how we estlmaled
the chances of all LNP databases failing.

7.2 Background on LNP Databa•• Failur••
As of February 10. 1997. there have been no dual ISCP failures. Since all services that <.Ire
considered critical are put on a mated pair of ISCPs. for a critical failure to occur both [SCPs
must simultaneously fail. This means there have been no FCC reportable outages or catastrophIc
failures due to ISCP failures.

On the other hand. there have been single failures for CCS. AIN and 800 databases. In 1996.
outages for CCS. ALN and 800 databases occurred at a rate of about 0.22 per year. but most of
these outages were due to scheduled eventS. If we ignore scheduled events then the· outage
frequency per year goes down to 0.04 per year. We will use 0.04 as the frequency of failures per

. year for ISCPs (after the 1st month in service.)

There are two major ways that we can have all LNP databases fail simultaneously:

I) we can have a common failure mechanism (e.g.• common software) in each ISCP.
2) a traffic overload brings all the ISCPs down

In the remainder of Section 7. we will estimate the chances of the first type of failure. Section ~

discusses overload considerations.

7.3 All LNP O.t.ba... Failing Due To • Common Fallurtl Mech.ni.m
In the last risk analysis done for SWB in 1995. the probability that an ISCP would fail given that
Its mate failed was estinwecl to be equal to .0 I. The frequency of single LNP database failures per
year is estimaled to equal 0.04. Since. for LRN. SWB will have 4 LNP databases in Houston. th~

expected frequency of sinp LNP database failures will be 0.16 per year. Also. we assume thJt
(since all LNP databases are from the same supplier) that if the one pair of LNP databas~s f..lIi­

that there is a .9 chance that the other pair of LNP d:ltabases will fail. The frequency that :..tIl L\P
databases in Houston will fail simultaneously IS:

E(All 4 LNP databases fail due to common fai lure mechanism per year for LRN) =.16· () I . .I

=.00144
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This means that dunng a typical year after LNP there is about a 0.14-+% chance of losing all L\'P
databases simultaneously due to common failure mechanism for LRN°. There IS a 0.036~c chanct:
of losing all 4 LNP databases in a quarter assuming that LNP has been deployed for about a :- ear
(This figure does not include the effects of putting in new software. rapid soak. or r:.lptJ
deployment. )

For QoR. only 2 LNP databases will be needed in Houston. The ex.pected frequency of both L:\P
Jatabases failing due to common failure mechanism is:

E(Both LNP databases fail due to common failure mechanisms per year for QoR) = .08 "'0 I
=.0008

For a quarter. there is about a 0.02% chance of losing both LNP databases simultaneously.

7.4 Incre••e in LNP Databa.e Failures Due to New Software Version
There will be an Increase in the number of LNP database failures due to having a new version of
software released. We do not have any data on the software failure history for CCS. AlN or 800
databases. We expect that the number of software failures follows a similar pattern to other large
software systems. We estimate that. just like switches. the number of failures in the 1st quarter

. after a generic is cutover will be 3 times the number for succeeding quarters. This means that
there is a 0.11 % chance (= .00144 *3/4) of aU LNP databases failing for LRN and 0.06% chance
(=.0008*3/4) for QoR in the first quaner after cutover.

7.5 Increa.. in LNP Oataba.. Failures Due to Short Soak Period
For LRN. Version 5.1 of the ISCP will be needed. Currently. Version 5.1 of the ISCP will be
available by the end of August. 1997. We have to assume that the soak. period for Genenc 5 I
could be quite short (about 1/4 of the nannal soak. period). In an earlier section. we discussed lh~

effect of a shortened soak interval on local switch failures. We assume that a similar pattern hulJ ...
for LNP databases in general and the ISCP in panicular.. This will result in adding about 200C'C" 1\ \

the number·of failures dUring the 1st interval after soak.7
.

A different aspect is the tradeoff between the risks due to a short soak period and risk~ Juc :' I

changing out a version of software that has live traffic on it. For QoR. Version 5.0 of the ISCP

could be used. If Version 5.0 is used. the soak period can be extensive. If Version 5.0 is lI"t:J. :r-:
shortness of the soak period will not be an issue. However. Version 5.1 will ultimately ha.. ~ III ."'.

introduced into Houston. Installing Version 5.1 at a later time will result in changing the: h( \'
with live traffic on it. We do not know the risks of this type of change. Because of the lInl..I1' \\\'.
(and possibly huge risks involved). Southwestern Bell is planning on introducing L:\P .\'
Version 5.1. If Version 5.1 of the ISCP is used for QoR. then there will also be an adJII ..

increase of 200% in the number of LNP database failures during the Ist quarter due to the'
soak period.

~ Note th.u we 3re 3Ssumlng th3t these LNP database failures arellm lnUependent. If these failures were
lndependentlhc prObability of simullaneous failure of all lour LNP databases would be macroscopIc.
• As the Implementation schedule for the LNP dac.1basc:s !'lec:omes more de~ly dctined. the JCtual soak r',
be longer than anticipated.
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7.6 Increa•• in LNP Databa.e Failure. Due to Rapid Deployment After Soak
For LRN. there will be 4 LNP databases installed in 4Q97. This is considerably faster than the
deployment schedule was for the ISCPs that SWB currently owns. For local sWl(ches ,\~c

estimated that the rapid deployment of a new generic would increase failures by about 12C':'c, L~P
databases will in all likelihood see a similar shon term increase.

8. All LNP Databases Failing Due to Overloads

8. 1 Discu••ion
Below are the results from a preliminary traffic analysis of the ISCP and some prelimtn:.ll;<
estimates of the chances that the ISCPs can handle the load in Houston. We assume that there \~ III
be four LNP ISCPs in Houston because of the expected query volume. Four ISCPs with VersIOn
5.0 does not have a large enough query per second capacity to suppon the expected volume ot
queries dUring major overloads in Houston. For LRN. we believe that 4 ISCPs using V5.1 Will be
necessary.

. 8.2 Background
In general. there have been few ISCP failures. [n particular. there have been few ISCP failures due
to overload; although. one such incident has occurred in October. 1994. In that failure. the ISCP
not only was unable to provide service. but it could not be accessed for diagnosis and rep.m

',-, because the overwhelming call processing took priority over all other functions such as Cf:.llt

initiated Status and diagnostic queries.

The stated capacities for four [SCPs are given in following table:

Table 12: Supplier Provided ISCP Capacity for a Four [SCP Complex

All 4 workina One ISCP Failure
[SCP VS.O 2000QDS ISOOQDS
[SCP VS.l 5400 QDS 4OS0QpS

For Houston. we expect about 600 qps during the Busy Hour possibly going up to 800 ,;;"
Furthermore. there may be groups of seconds during some Busy Hours when the num~\,,"r .
queries per second will be between 1.5 to 2 times this average rate. This may put the ISCP, .'
overload frequently when the LRN approach IS used for the ISCP V5.0 particularly if one ,'1 .. ,

ISCPs is not performing correctly. If one ISCP V5.0 fails. there is a great possibility that the, :....

three will not be able to handle the anticipated traffic load if the failure occurs during tt'.1.: !~ ..
Hour. Any extreme overloads are virtUally cenain to result in catastrophic outages tor 1-., I

V5.0. [n addition. there would be problems," transitioning from lSCP V5.0 to V5.1. Th, '
concur with SWB's decision to use V5. \ initially to provide LNP network. capability.
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For ISCP V5.1. we do not believe that nonnal traffic tluctuations WIll result In the (SCP" h~InS

overloaded. Except for extreme cases. we anticipate that maximal traffic seen by the ISCP" ,t) ~

within 1.5 to 2 times the average query rate during the Busy Hour. That b. \.. e ~xpect that tht.:

traffic will be relatively smooth. This is because the ISCPs will be seeIng traffic irom m~ln~

different sources. When you combine traffic from many independent sources. the result t~nd .. h'

look like Poisson traffic. We looked at traffic over 2 links for 2 weeks. We collected qut:r: ..:uul\t'

for each 5 second interval. The number of queries per 5 second intervals was remarkably tht. TMt:
number of queries per 5 seconds in hours with a lot of traffic exceeded 1.5 the ;lverage t.ltt:

occasionally but never exceeded 2 times the average rate. Note that this does not lm:lude .~

focused overload or an overload due to some common cause (usually a natural dIS4.l.:-ter
hurricane, ice stonn). Whether these unusual severe overloads cause the ISCPs to fail is not ..:!t:;lr
It cenainly means that thorough testing of the overload controls in the [SCP V5.l mLI:-t \:'oce

conducted prior to cutover.

Additional/ssw: There is an additional issue that could influence the chance of a major failure In

LNP. With LNP (and panicularly with the LRN implementation), massive corruption of the
translation table in a LNP database is possible. Because this table is changed on an ongoing busls.
there is a real chance that all the LNP databases translation tables could be corrupted. If thl~

• happens, the calls to ported numbers and the message relay service (which suppOrts CLASS ;lod
LIDS queries> may come to a halt. Even a minor corruption in the tables could cause invalid
responses and result in the SSP using default routing. The potential failure modes associated With

this scenario will require some investigation.

9. Additional Issue.

9.1 Procedural Failure. Due to Rapid Installation
Human R~sourc~s Prob/~m For Managing Th~ /mp/~m~n.talion. Of a Flash-CUI OJ LV? Thl.:
implementation of LRN will require installation of new equipment. new software, and new SWI((fl

and STP translations in all of the switches and STh of the Houston MSA. This means that J lar~l..·

number of craft who do not have experience with the LNP software (since LNP is a new net \\ (I( "

capability) will be involved in the cutover that must be scheduled over a short (3 month I tnter\.1i.
For example. with the LRN approach to LNP. SWB will need to install 4 ISCPs V5.1 in HL11l";"
SWS has installed 4 other ISCPs but the time interval for the installation of those four [SCP" ',\"
stretched out over 2 years. In Houston, the 4 ISCPs will need to be installed in three month... \' ,
means that SWB's Operations resources WIll be stretched very thinly with LRN.

9.2 Failure. From M••••g. Relay Service· M••••ge Looping
Message Relay Service is used to route CLASS or LlDB queries to the proper desunatl,q\
LNP environment where the proper destination for a message cannot be detemlll:\'
examination of the NPA·NXX contained in [he global title addre!is tield of a query me~"oI_.

message relay service perfonns a full IO-digit global title address translation on a me~ ....l":.
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number has been ported, or indicates that a 6-diglt translation IS sufficient for non-ported
numbers.

If llIinois Commerce Commission (ICC) LNP SCP requirements tissue 0.95. September 4. 1996)
are used for the message relay service. there is a potential problem with message looping. The
Illinois Number PortabHity Administration Center (NPAC)/Service Management System (RSMSI
sends out broadcast messages concerning newly ported numbers. but does not coordinate the
entry of these new translations in STPs or LNP databases. Thus. if SWB enters a ported number
translation in its LNP database message relay database and starts routing CLASS or LIDS queries
to a network that has not entered the comparable translation in its message relay point. then the
query will be routed back to the SWB network (which will retranslate the query and reroute It to
the other carrier). Thus, a message looping situation results. There is no industry-agreed solution
to combat the message looping problem for all internetwork scenarios using the Illinois LNP SCP
requirements, but both DSC and the Bellcore ISCP developers claim to have developed
proprietary solutions to detect that the problem ex.ists. To the extent that a solution to the
message looping problem is not found. not implemented, or does not work properly. there WIll be
a negative effect on network reliability, with the possibility of overloading the message relay point
(the LNP database) aneVor the SWB STPs. Note that a mechanism for preventing the message

. relay looping problem using a translation type mapping is proposed in GR-2936-CORE, but WIll

require intemetwork cooperation to implement.

If a message looping situation develops, it is instructive to have some quantitative feel for how
much CCS network and link capacity would be used. In order to make this calculation. It IS

necessary to make several assumptions. These are:

• CCS links operate at S6 kbps
• The CCS message is 120 octets in length (this appears to be a good assumption tor

CLASS)
• The STP transit time is 66 msec (the nominal maximum value for a 120 octet meS~JllC

during non-failure operation from GR-82-CORE) •
• The LNP database message relay time is 350 msec.

The messqe looping path shown in Figure I is assumed. More complex paths are pOSSible
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Figure 1: Messaae Looping Path

In this case the looping message traverses two LNP databases and four STh. Thus the message
takes approximately 2-3S0 msec + 4*66 msec or 964 msec to loop. A 120 octet message that
loops in 0.964 seconds has an effective rate of (24.S octets per second. Since the capacity of a S6

.kbps CCS link is 7000 octelS per second. a single looping CLASS query will consume 1.78% of
the capacity of each of the 6 CCS links shown in Figure 1. To the extent that the transit times of
the LNP databases and STPs are faster than the nominal values shown, the loss of \ink capacity
will be even worse. With the Dlinois approach, the looping situation can persist for several
minutes even if everything is working properly.

9.3 Other M....ge R.'ay R.'labillty Concerns
In addition to message looping, the use of the message relay service introduces the requirement
for several other capabilities into the SWB network. These capabilities must be carefully
implemented to avoid creating the potential for degraded performance or failures.

9.3.1 New STP Translations and Different Translations in DUl'erent Pain or STPs
Note, the comments in this subsection only apply if ICC SCP requirements are used. [f

requirements specified in GR·2936-CORE are agreed to by all the carriers in Houston and usc::d
there, this subsection does not apply.

The translations in 5TPs that route queries to the message relay point must be changed from the

translations that are used today (to POint to the MRP). Changing the existing translations \'w ill
provide the opponunity to make errors and create the potential for failures for CLASS and UDB
queries.

[f the minois approach to message relay service is used. then it is necessary to route LIDB \4ue:ra:-­
to a different STP pair for final translation than the STP pair that sent the message to the: l." P
database. The need to define different translations 10 different STP pairs using the same tran"'\Jl" .
type leads to a source for errors that can cause a failure of LIDS queries.
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9.3.2 Lack of Subsystem Management Capabilities in ISCP
Note. the comments in this subsection only apply if ICC SCP requirements are used, It
requirements specified in GR-2936-CORE are agreed to by all the carriers in Houston and used
there. this subsection does not apply.

The [SCP does not track and manage subsystem status for the subsystems to which It relay"
queries. For CLASS this means that if the CLASS subsystem at a switch is not operationaL lhe

[SCP will continue to send queries to it that will fail. This leads to additional CCS network
messages and additional load on a node (the switch) that is already experiencing a failure
condition.

The lack of subsystem management Capabilities in the ISCP also means that the ISCP cannot
control loadsharing for LIDS (if duplicated LIDS databases are used). and that an STP must be
used to do final globaJ title translations for LIDS. This causes an additional STP global title
translation to be done and provides another potential location for translation errors to be
encountered.

9.4 New Operatlona Sy.lema and Interlace.
. Introduction of the message relay service will make it necessary to share translations data among

carriers using a regional SMS. In addition. SWB expects to use a local SMS to load translations
data into its LNP databases. The development. interfacina. and operation of these system SWIll

require coordination among carriers. system developers. and the entity which is chosen to operate
the regional system. Each of there operations provides the potential for errors and increases the
likelihood of failures.

9.5 Default Routing

Use of the LRN approach has some built-in problems. First. there is no specification in the FCC
order which deals with which network is to do the LNP query. In the nlinois SSP requIrements.
the N-I network IS assumed (but not required) to do the query. Application of this princlple III

Houston means that an (xC which is tenninating traffIC to the Houston LATA is assumed I hut
not required) to query the call and terminare the call to the correct network. However. there ,,, nil
requirement in the FCC order for the (xC to query the call. As a result. some smaller IXes mol ...
elect to just tenninare the call to SWB, and force the SWB network to perform the qUt:f\

function. This is called default routing. and it will provide a source of LNP query traffic lhi.ll In.ll,

not be accounted for in the SWB LNP traffic planning.

There is also a high likelihood that other carriers will send traffIC that has not been queflt.'\! . ,
SWS's network during times of failure in the other carrier's network. This will force SWB', l l ....

network and LNP databases to handle spikes of unanticipated traffic because of failures In ,"\"

networks. There is a real possibility that these unexpected traffic spikes may lead to fallun:'
SWB CCS network or some of the network nodes that are attached to it.
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[n addition to effects on SWitching and call setup that would affect 911 calls along with other
calls. specific impacts on 911 service that have been identified to date include:

• Need for 911 tandem to serve more NPA-NXX codes. Depending on local condItion".
the introduction of LNP may cause a substantial increase in the number of area code: ...
that are needed in an area. This typically happens in areas with many rate centers or
districts. If additional area codes are needed. they may impact the 911 tandem becau"Ie
of signaling methods that are used between the 911 tandem and the subtending ~nd

offices.

• Need for administrative flow from new camers to input data to the E911 database.
Information concerning poned and new native numbers in the E911 database. To the
extent that updates concerning new networks numbers are not properly entered or
updated in the E911 database. improper transfers to local public service answering
points (PSAPs) or dispatches may be made.

9.7 AddItion.' Traffic I••u••
As indicated in Section 4. the introduction of LNP will cause a substantial step.function increase
in the CCS network traffic - paniculariy if the N·I network query approach is used. In this case.
even if no numbers are actually ported. the CCS network traffic that results from call setup.
typically the majority of CCS network traffic. will almost double because of the introduction of
LNP (unless a query reduction mechanism such as the Query on Release technique is used). In thl:
past CCS network traffic has increased gradually as additional nodes were added to the network
Subjecting the CCS network in Houston to this rapid increase in traffic load with inadequ;.ltt:
testing provides one of the ingredients for a recipe for significant CCS network problems.

The only parallels that SeHcore has seen for this magnitude increase has been in countries \,\, ht:rt:
external events (such as natural disasters or bombings) led to very large. shon tenn increas~' In

CCS network traffIC. The result in these countries has been both switch and CCS network fadull':"
lasting several houn as the result of the large. sharp increase in traffic. In those areas. the tr;llt'\\.
increase was shan lived. In the case of LNP. the Increase is pennanent and must be handled Oil .~I\

ongoing basis.
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AFFIDAVIT OF ELIZABETH A. HAM

I, ELIZABETH A. HAM, being duly sworn, deposes and states as follows:

1. My name is Elizabeth A. Ham. My business address is 530 McCullough San

Antonio, TIC 78215, room 03-AA-1O. I am Executive Director-Interconnection & Resale

Technical Implementation for Southwestern Bell Telephone Company ("SWB"). In this

position I am responsible for the development of procedures which are used by SWB personnel

to process Competitive Local Exchange Carriers ("CLEC") service requests and for assisting the

Customer Services organization in the implementation of CLEC contracts in a manner consistent

with State commission and Federal Communications Commission ("FCC") rules and regulations

governing local exchange competition. In my most recent position, I have led a multidisciplinary

team in the development of access to SWB '8 Operations Support System ("OSS") functions.
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EDUCATION AND PROFESSIONAL EXPERIENCE

2. I received a B.S. degree in 1973 from Arkansas Polytechnic University in

Russellville, Arkansas. I have 27 years experience with SWB. I have held numerous

jobs in our Operator Services, Network Operations and Customer Services organizations.

I was selected by SWB to receive extensive training in Statistical Process Improvement

methods, and was one ofour company's internal Quality Consultants.

PURPOSE OF AFFIDAVIT

3. The purpose ofmy affidavit is to describe how SWB complies with the

Telecommunications Act of 1996 ("the Act") and the FCC's requirements for providing

CLECs with nondiscriminatory access to its ass functions. I will discuss the ass

functions that SWB makes available to its own retail service representatives and to the

CLECs for pre-ordering, ordering, provisioning, maintenance and repair, and billing. I

will demonstrate that SWB has met its obligations to provide CLECs with access. to its

ass functions that is "at least equivalent" to that it provides to itself. Further, I will

demonstrate that SWB is willing to and has, in fact, negotiated in good faith to provide

CLECs with foons ofaccess to its ass functions that are not available today and to

implement them where technically feasible. SWB has exceeded its obligations by

making available to CLECs multiple interface choices within each function, thus enabling

them to choose the interfaces that best meet their business needs.
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ACTANDFCCREQ~MffiNTS

4. Section 251(c)(3) of the Act specifies that incumbent local exchange carriers must

provide "nondiscriminatory access to network elements on an unbundled basis." On

August 8, 1996, the FCC released its First Report and Order in CC Docket No. 96-98

("First Report and Order") to implement the access and interconnection provisions of

the Act. The FCC stated that "... in order to comply fully with section 251(c)(3) an

incumbent LEC must provide, upon request, nondiscriminatory access to operations

support systems functions for pre-ordering, ordering, provisioning, maintenance and

repair, and billing ofunbundled network elements under section 25 I(c)(3) and resold

services under section 25 I(c)(4)." Further, the FCC indicated that "... it is reasonable

to expect that by January 1, 1997, new entrants will be able to compete for end user

customers by obtaining nondiscriminatory access to operations support systems

functions." First Report and Order at' 525.

5. In its Second Order on Reconsideration, CC Docket No. 96-98, (December 13,

1996) ("Second Order on Reconsideration"), the FCC emphasized that, in the context of

electronic access its requirement ofnondiscriminatory access meant that to the extent that

an incumbent LEC provides electronic pre-ordering, ordering, provisioning, maintenance

and repair, or billing to itself, its customers, or other carriers, the incumbent LEC must

provide at least equivalent access to requesting carriers in the provision ofunbundled

network elements or services for resale...." Second Order on Reconsideration at ~ 9.
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EXECUTIVE SUMMARY

6. Many ofthe following bullet items are covered in greater detail later in the

affidavit. However, is important to give a broader perspective on SWB's

accomplishments in facilitating CLECs access to our ass functions for pre-ordering,

ordering/provisioning, maintenance/repair, and billing. SWB is providing and making

available multiple electronic interfaces to CLECs in parity with SWB's analogous retail

operations, thus affording CLECs non-discriminatory access and a meaningful

opportunity to compete in the local exchange market. Below is a capsule ofthe major

accomplishments SWB has made in the short time since the enactment of the Act:

SWB has provided three "real time" access interfaces, ahead of industry guidelines for

pre-ordering functions. One interface is the same system used by our own retail service

representatives. The second application is a Windows™ based graphical user interface

("OUI"). The third is an application-to-application interface for those CLECs with their

own presentation systems or OUr. Two of these interfaces support both resale services

and unbundled network elements, while the other supports resale services only.

SWB has provided three primary interfaces available for ordering/provisioning

functions. Two interfaces conform to current industry guidelines and were developed for

the CLECs. One ofthe industry conforming interfaces is a Windows™ based our, while

the other is an application-to-application gateway and both support resale services and

unbundled network elements. The third interface is the same system used by our own

retail service representatives and it is available for resold services.
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SWB has implemented national guidelines for ordering interfaces within SWB's OSS

functions as they have been developed, and has coinmitted in its interconnection

agreements to implement new national guidelines within 120 days of their becoming

final, or within the applicable sunrise/sunset timetables set by the national organizations.

SWB has accommodated the needs ofCLECs by negotiating the implementation of

interim ordering arrangements for a variety ofelectronic interfaces prior to the

establishment ofnational guidelines.

SWB has provided two ''real time" interfaces for the maintenance/repair function. One

is a SWB developed Windows™ based GUI. The other is an industry standards

conforming application-to-application electronic interface. Both interfaces support resale

services and unbundled network elements.

• SWB has provided five electronic interfaces for access to biDing information for resale

services and unbundled network elements. These options range from viewing and

obtaining bills electronically to mechanically receiving daily usage data feeds.

• SWB has established dedicated secure access facility for CLEC entry into SWB's OSSs.

To date, almost 3,400 individual CLEC users have been authorized to access this facility.

• SWB has established a number of support organizations specifically designed to serve the

CLECs. These support organizations include the Local Service Center ("LSC"), Local

Operations Center ( "LOC") and Help Desk. The LSC serves as the single point of

contact for CLECs for pre-ordering, ordering/provisioning, and billing and collection.

The affidavit of Nancy J. LowrancelMederick Rodgers describes the structure and
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operation of the LSC in more detail. The LOC serves as the single point ofcontact for

CLECs for maintenance and repair twenty-four (24) hours a day, seven (7) days a week.

The affidavit ofLinda D. Kramer describes the structure and operation of the LOC in

more detail. The Help Desk provides CLECs assistance and problem resolution for

systems and applications made available to CLECs.

SWB has provided "live" demonstrations to CLECs ofSWB's OSSs. To date, over 50

CLECs have participated in the OSS demonstrations. In addition, SWB has established

two 90 day free trial offers for CLECs to evaluate and utilize SWB's electronic interfaces.

SWB has developed and conducted formal classroom training for CLECs that opt to

utilize our electronic interfaces. To date, 28 CLECs and over 300 oftheir employees

have attended these sessions intended to train the CLECs' staffs.

• SWB has provided CLECs detailed documentation, specifications, and business rules as

applicable for the SWB electronic interfaces made available to them.

• SWB has conducted tests to ensure these interfaces meet the expected CLEC volumes.

An independent third party has confirmed that SWB's electronic interfaces can handle

forecasted CLEC volumes. Details are provided in the affidavit ofCarl Thorsen from

Coopers and Lybrand ("C&L").

• SWB has developed OSS performance measures that demonstrate non-discriminatory

access between our retail operations and the interfaces made available for CLEC use.

• SWB is providing aggregate empirical data, where available, ofCLEC use ofSWB's

OSSs on a per interface basis. Where CLECs are not using an interface, SWB
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demonstrates that it has done everything within its control to encourage and facilitate use

of its interfaces by CLECs.

• SWB has 87 CLEC interconnection agreements in the five state region with OSS

functionality defined and priced. Ofthat total, 67 ofthem are for different CLECs.

• SWB's existing proprietary interfaces provide a simple, proven, stable means of access to

SWB's $2 billion OSS investment.

• Just in SWB's Infonnation Services organization alone, SWB has spent over $25 million

since the passage ofthe Act in support ofCLEC access to SWB's OSS functions.

• SWB has taken a leading role in developing industry standard interfaces for access to

OSS functions and may be the only Regional Bell Operating Company ("RBOC") to

provide access to its own service order negotiation system.

BACKGROUND AND OVERVIEW

7. By the time the First Report and Order was issued, SWB was well on its way to

developing those electronic interfaces which were necessary to provide CLECs with

nondiscriminatory access to its OSS functions by January 1, 1997.

8. A Remote Access Facility ("RAF") was created to provide CLECs with a point of

entry for gaining access to SWB's OSS functions. Plans were finalized to build the RAF

during August 1996. Equipment was ordered in September and October, so installation

could occur during November 1996. Internal testing ofthe RAF facility began in
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December 1996. The RAP was initially equipped with 96 simultaneous dial-up

connections (both Integrated Services Digital Network ("ISDN") and analog) and 24

private line connections. In October 1997, 16 connections for private lines were added to

the RAP, increasing its capacity to 40 private line connections. A redundant security

"firewall" has also been put into place to prevent unauthorized access to and access from

SWB's internal communications network. As of the end of January 1998, CLECs had

established 14 private line connections to the RAF.

9. Currently, 34 CLECs are accessing SWB's systems via the RAP. To date, almost

3,400 user identifications have been issued to CLECs for access to the RAP. Most of

these are ''production'' identifications used in a "live" environment, the others are

"training" identifications which are used during training and/or evaluation periods. The

following table provides empirical data by month and year of the number ofuser

identifications issued to and used by CLECs in "live" and evaluation modes over the last

several months. Training identifications are not included in the numbers below. The

chart provides the same monthly data plus the cumulative growth numbers in graphical

fann.


